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ABSTRACT 

Two projects funded under the Horizon 2020 programme, IMPETUS and S4AllCities, have dealt with 
some common topics in order to develop technologies for a safe physical and digital environment in 
smart cities in the fight against crime and terrorism.  

The partners of the consortia discussed their findings during the final dissemination event of the 
S4AllCities Project that was held in October 2022 in the city of Bilbao.   

The result was a White Paper which is intended as a practical guide to help smart cities in the adoption 
of new disruptive technologies and tools in compliance with the applicable European legislation.  

Smart cities have frontline responsibility to ensure a secure and safe physical and digital ecosystem 
promoting cohesive and sustainable urban development for the well-being of EU citizens. At the same 
time, the safety of citizens shall not limit other fundamental rights and freedoms. The balance 
between contrasting needs may sometimes be hard, but there are for sure precautions and security 
measures that may help. In particular, the White paper identifies the main challenges with reference 
to the protection of personal data and the requirements for the marketing of AI-enabled technologies 
and underlines the importance of a societal impact assessment. Moreover, the White paper provides 
some concrete examples of possible solutions to tackle the identified challenges. 
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Executive summary 
The European Projects IMPETUS (Grant Agreement 883286) and S4AllCities (Grant Agreement 
883522), which were funded under the European Union's Horizon 2020 research and innovation 
programme, have dealt with some common topics in order to develop technologies for a safe physical 
and digital environment in smart cities in the fight against crime and terrorism. The partners of the 
consortia had the opportunity to meet and share ideas during the lifetime of the Projects and 
discussed their results during the final dissemination event of the S4AllCities Project that was held in 
October 2022 in the city of Bilbao.  One of the outcomes is this joint White Paper, which reflects the 
common thematic lines of the two Projects from an ethical and legal viewpoint. It is intended to define 
practical guidelines to help smart cities in the adoption of new disruptive technologies and tools in 
compliance with the applicable European legislation. 

The concrete recommendations presented in this Whitepaper represent the outcomes of the pilot 
cases of the Projects, which involved a total of 5 cities in 5 European countries and enabled the 
Projects to validate the use of novel technologies and the practices adopted for the protection of 
public spaces. In this White Paper we will focus on legal issues related to surveillance technologies and 
artificial intelligence, considering especially their impact (i) on data protection, (ii) on ethics and (iii) 
on society. We will also consider further issues that may arise when considering a stable adoption of 
the technological tools, not only for testing. Therefore, the following guidelines are addressed mostly 
to smart cities and law enforcement agencies, which we consider as “end users”. On the other hand, 
technology developers and citizens are also stakeholders that could benefit from the guidelines 
provided by this White Paper, to get informed and to understand fundamental requirements for the 
use of advanced technologies. 

List of abbreviations 
AI Artificial Intelligence 

AIA Proposal Proposal for a Regulation laying down harmonised rules on Artificial 
Intelligence (Artificial Intelligence Act) 

DPIA Data Protection Impact Assessment 
DPO Data Protection Officer 
EDPB European Data Protection Board 
EEA European Economic Area 
ENISA European Union Agency for Cybersecurity 
EU European Union 
GD Gender Dimension 
GDPR General Data Protection Regulation (EU Regulation 2016/679) 
ICT Information Communication Technologies 
IoT Internet of Things 
LEA Law Enforcement Agency 
LED Law Enforcement Directive (EU Directive 2016/680) 
ML Machine Learning 
OSINT Open-Source Intelligence 
SIA Societal Impact Assessment 
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Definitions 

Artificial Intelligence 
system (AI system) 

A system that is designed to operate with elements of autonomy and 
that, based on machine and/or human-provided data and inputs, infers 
how to achieve a given set of objectives using machine learning and/or 
logic- and knowledge-based approaches, and produces system-
generated outputs such as content (generative AI systems), predictions, 
recommendations or decisions, influencing the environments with which 
the AI system interacts. 

Data controller 
The natural or legal person that decides why and how personal data will 
be processed, also establishing the legal basis and the purposes for 
processing. 

Data processing 
Any action performed on data, whether automated or manual; this term 
includes, but is not limited to, collecting, recording, organizing, 
structuring, storing, using, erasing. 

Data processor 
The natural or legal person that processes personal data on behalf of a 
data controller; the GDPR has special rules for these individuals and 
organisations. 

Data protection officer 
(DPO) 

A figure at the heart of the legal framework established by GDPR, 
facilitating many organisations in complying with its provisions. Under 
the GDPR, it is mandatory for certain data controllers and processors to 
designate a DPO. Nevertheless, even when the GDPR does not 
specifically require the appointment of a DPO, organisations may 
sometimes find it useful to designate a DPO on a voluntary basis. Data 
Protection Officers must be appointed in case of: 

- public authority other than a court acting in a judicial capacity 
performing data processing, 

- core activities requiring an entity to monitor people 
systematically and regularly on a large scale, 

- core activities are large-scale processing of special categories of 
data or data relating to criminal convictions and offenses. 

Data subject The identifiable natural person whose data is processed. 

Machine learning 
A subset of AI which allows a machine to automatically learn from past 
data and makes software applications more accurate in predicting 
outcomes without having to be specially programmed. 

Personal data 

Any information that relates to an individual who can be directly or 
indirectly identified. Names and email addresses are obviously personal 
data. Location information, ethnicity, gender, biometric data, IP 
addresses, religious beliefs, web cookies, and political opinions are also 
considered to be personal data. Pseudonymised data also fall under the 
definition. Anonymised data can also fall under the definition if there is 
a possibility of reidentification, hence, the most prudent course of action 
is to apply the GDPR. 

Smart city 

This term has several definitions depending on the country, legal 
contexts, type of technologies considered, and so forth. The 
International Telecommunication Union (ITU) provides the following 
definition: “a smart sustainable city is an innovative city that uses 
information and communication technologies (ICTs) and other means to 
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improve quality of life, the efficiency of urban operation and services, 
and competitiveness while ensuring that it meets the needs of present 
and future generations concerning economic, social, and environmental 
aspects”. A smart city is therefore an urban area in which different 
technological-based solutions and sensors are networked to collect data 
and to promote sustainable development. Insights gained from the data 
are used to enhance the quality of life for citizens by managing assets, 
resources, and services more efficiently. We will consider a “smart city” 
as the totality of public bodies, such as municipality, law enforcement 
agencies, security forces, firefighters, and other emergency services. 
Having regard to data protection, one or more of these subjects will be 
considered as “Data controllers”. 

 

Overview of the Projects 
IMPETUS 

IMPETUS (Intelligent Management of Processes, Ethics and Technology for Urban Safety) is a Horizon 
2020 Research and Innovation project that provides city authorities with new means to improve the 
security of public spaces in smart cities, and so help protect citizens.  

IMPETUS provides a solution that brings together: 

• Technology: leverage the power of Internet of Things, Artificial Intelligence and Big Data to provide 
powerful tools that help operational personnel manage physical and cyber security in smart cities. 

• Ethics: Balance potentially conflicting needs to collect, transform and share large amounts of data 
with the imperative of ensuring protection of data privacy and respect for other ethical concerns - all 
in the context of ensuring benefits to society. 

• Processes: Define the steps that operational personnel must take, and the assessments they need 
to make, for effective decision making and coordination - fully aligned with their individual context 
and the powerful support offered by the technology. 

Technological results are complemented by a set of practitioner’s guides providing guidelines, 
documentation and training materials in the areas of operations, ethical/legal issues and 
cybersecurity. 

The cities of Oslo (Norway) and Padova (Italy) have been selected as the sites of practical trials of the 
IMPETUS solution during the project’s lifetime, but the longer-term goal is to achieve adoption much 
more widely. 

https://www.impetus-project.eu/  

S4AllCities 

The S4AllCities project aims to make cities’ infrastructures, services, ICT systems and Internet of Things 
more resilient while promoting intelligence and information sharing amongst security stakeholders. 
To achieve this, it integrates advanced technological and organisational solutions into a market-
oriented, unified cyber–physical security management framework. The system focuses on risk-based 
open smart spaces security management, cybersecurity shielding, suspicious activity, behaviour 
tracking, the identification of unattended objects, the real-time estimation of cyber-physical risks in 
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multiple locations and measures activation for effective crisis management. This work plays a role in 
promoting good safety and security practices in European cities. 

S4AllCities technology aims to revolutionize the way smart cities become more protected, prepared 
and resilient to both physical and cyber-attacks on city soft targets, smart spaces and critical 
infrastructure networks, by greatly augmenting City Spaces Situation Awareness with intelligence, 
context and evaluated real-time cyber and physical security threat levels. 

The cities of Trikala (Greece), Bilbao (Spain) and Pilsen (Czech Republic) have been selected as the 
sites of practical trials of the S4AllCities system during the project’s lifetime. 

https://www.s4allcities.eu/  

1. Introduction 
Smart cities have frontline responsibility to ensure a secure and safe physical and digital ecosystem 
promoting cohesive and sustainable urban development for the well-being of EU citizens. The Projects 
integrated advanced technological and organizational solutions in a market oriented unified cyber-
physical security management framework, aiming at raising the resilience of cities’ infrastructures, 
services, ICT systems, IoT and at balancing it with the compliance with applicable laws and the respect 
of fundamental rights of citizens. 

During the Projects, the opinions of various stakeholders were collected and compared, therefore, it 
was possible to consider the point of view both of private citizens and of persons who should be 
directly involved in the use of technological tools for security aims. 

The partners of the two Projects have shared some guidelines and practices they have followed to 
define how smart cities should behave when adopting innovative technologies that may be used 
especially for surveillance and prevention of terrorist attacks or other criminal offences against soft 
targets.  

The outcomes are reported in this White Paper and refer to these three main topics: 

- Data protection, 

- AI ethics guidelines and current regulatory framework, 

- Societal impact of surveillance technologies. 

More specifically, this White Paper will: 

- present European applicable laws and regulations; 

- describe ethical and legal issues to be faced when adopting AI-enabled tools; 

- give recommendations on technical measures and good practices to implement and follow. 

This White Paper is therefore intended to be a practical and concrete instrument to help smart cities 
adopt new disruptive technologies. It will enable smart cities’ representatives to reflect upon, evaluate 
and take into account privacy, data protection and security aspects of surveillance and new AI-
technologies, as well as relevant ethical and social concerns.  
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2. Data protection 
Context 

Smart cities’ administrations are responsible for ensuring a secure and safe physical and digital 
environment for their citizens. The quick development and improvements of technologies allowing 
big data analytics, objects and persons recognition and, in general, new means of surveillance have a 
relevant impact in pursuing the safety of cities. Processing of personal data is a core part of the process 
that is deemed to be necessary for reasons of substantial public interest, i.e., the accomplishment of 
safety and security of public spaces. At the same time, a fair balance must be ensured between human 
safety, as a social good that derives from the fundamental human rights to life and human dignity, and 
the fundamental human right to protection of personal data. 

Privacy acquires also a new role and significance when applied to AI technologies. Indeed, the Ethics 
Guidelines for Trustworthy AI list among the key requirements “Privacy and data governance”, 
stating that, “besides ensuring full respect for privacy and data protection, adequate data governance 
mechanisms must also be ensured, taking into account the quality and integrity of the data, and 
ensuring legitimised access to data” (see more information in the next chapter). 

During the Projects, we have directly faced challenges related to data protection in the context of 
urban surveillance while testing the tools in real-life situations in five different European cities.  We 
will then, first of all, present the main privacy issues that were reported. 

Challenges 

The first main concern related to privacy is that AI-based applications and services are generally 
considered “data-hungry” tools, whose intended functionality is often accompanied by other 
collateral activities which imply the use and collection of personal data. For instance, AI providers may 
use their customers’ data to improve the AI service’s model and it may sometimes be possible (for 
providers or external attackers) to analyse a system’s inputs and outputs to extract information about 
the model’s training data, with varying degrees of accuracy. Moreover, AI systems facilitate the 
combination of different data sets. In this way, it is possible to deduce also involuntary correlations, 
leading to the specific identification of individuals. 

Public entities may not have the necessary skills to control and correctly qualify the data shared with 
AI systems and therefore they have to rely on AI providers. These providers may adapt the tools to 
the specific requirements of public entities or may prefer to provide a standardised version of them, 
which could be in contrast with applicable laws. In this context, it may be not straightforward to 
attribute the roles of Data controllers and Data processors and the consequent responsibilities in 
accordance with GDPR. Moreover, given the powerful role of AI providers, it will be risky to collaborate 
with subjects that develop one or more parts of their business outside the European Union, since they 
may not be subject to equivalent legislation and they may transfer personal data outside the European 
Union not always in accordance with art. 44 ff. of the GDPR. 

In this context, it may often happen that public entities are not able to transparently inform citizens 
about which data they collect and how they are processed.  

Another issue is of greater importance for smart cities and refers to the tracking of spatial mobility, 
e.g., in relation to pedestrians, consumers and vehicles. Tracking is already a legitimate part of smart 
city technologies, as per ensuring safety in the public space, but with AI technologies there is a higher 
fear of misuse, e.g., related to unwanted (non-targeted) surveillance or to attacks such as backdoor 
injections, data poisoning and model thefts. 
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Solutions presented 

This section focuses on summarizing findings, experiences, good practices and solutions coming from 
the pilot exercises organised during the Projects’ implementation in the cities addressed by their 
activities. The solutions presented highlight how a strict collaboration among public authorities, 
lawyers and technology developers and attention to the feelings and impressions of citizens can 
actually increase the users’ acceptance of technological tools and their potential adoption. 

Hereinafter we will report some aspects that smart cities involved in the Projects had to take into 
consideration for the pilot tests, but we will provide also hints on the recommended approach for a 
stable adoption of technologies and tools that involve processing of personal data. 

        I.            Define the context of use of the tools 
• Who will be responsible for the use of the tools within the public entity? Who will be 

concretely involved in their use and to what extent? Will data be shared with external parties? 
• Precisely define the intended use of the tools, its aim and duration. 

Good practice à Time limits on storing information: Information that is collected should be stored for 
limited times and then discarded responsibly. 

• Which data will we collect about data subjects? 

Good practice à Collect less rather than more: collect the least amount of data possible to carry out 
safety services in a responsible manner (principle of data minimisation). 

• Identify on which data subjects the use of the tools may have an impact (typically, individuals 
to whom the data refer).  

      II.            Identify the applicable laws  
• According to the nature of the entity and/or the activities planned, with which provisions of 

law do we have to be compliant? 
• Does the planned use of the tools have any ethical or legal implications? 
• What are the obligations towards the data subjects to minimise risk? 

In this regard, it would be useful to mention the legislations that will be binding on each public entity 
adopting surveillance technologies within the European Union. 

 

  

• Adopted in the same package as the GDPR and effective from May 2018. 
• Because the GDPR excludes its application in law enforcement bodies’ criminal investigations 

and operations safeguarding against and preventing threats to public security, it became 

The GDPR is a globally known and respected legislation offering high levels of protection regarding 
collecting and processing personal data. The Regulation is directly applicable in all Member States 
and offers a unified approach to protecting personal data in the European Union and of European 
citizens in general (territorial scope extended beyond the EU Member States). 

Directive (EU) 2016/680 ("LED") of the European Parliament and of the Council of 27 April 2016 on 
the protection of natural persons with regard to the processing of personal data by competent 
authorities for the purposes of the prevention, investigation, detection or prosecution of criminal 
offences or the execution of criminal penalties, and on the free movement of such data 
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necessary to separately regulate the protection of personal data being processed in such 
circumstances.  

• LED applies to any processing for law enforcement purposes, carried out by a public or private 
body that fits the definition of “competent authority”. 

    III.            Choose adequate security measures to prevent violations of rights 
• Designate a DPO and seek her/his advice; 
• define access control policy and secure authentication methods; 
• plan to train your personnel on human-rights-compliant practices and procedures for 

capturing, storing, accessing, managing and deleting information they obtain within the use 
of the new tools; 

• bind your personnel with confidentiality duties; 
• adopt robust information security practices and procedures that are in line with the highest 

industry standards and develop human-rights-compliant responses in the eventuality that the 
systems are breached and sensitive information is accessed by malicious actors; 

• apply pseudonymisation /anonymisation when possible/needed; 
• implement data minimisation by storing only the datasets that are deemed necessary and by 

ensuring that the personal data included in these datasets are adequate and relevant and not 
excessive; 

• establish an adequate retention period; 
• get information from the tool provider on the types and kinds of information they collect, as 

well as how long they have such information saved on their systems and if there are 
possibilities to opt out of the data collection; 

• ask users of the tool to share information about detected vulnerabilities. While there are some 
valid reasons to delay public notification of the discovery of vulnerabilities, it is important that 
they are reported as soon as possible in order to notify affected customers and users of the 
compromise of their data and to minimize human rights risks, as well as to inform others who 
may be affected by the same vulnerability so that they can take measures to safeguard their 
systems. ENISA published a good practice guide on vulnerability disclosure on 18 January 
2016; 

• create documented policies to govern how the tools should be operated. These policies should 
include who is qualified to operate them, what training is required for operators, how to 
measure the performance of the tools and what should be expected from them; 

• specify the circumstances in which it might be necessary for the operator to override the 
outcomes of the tools. 

    IV.            Grant an effective oversight 
The entity which adopts the tool should develop good practices which need to be followed in addition 
to law provisions. 

The more the adopted tools represent technological innovations and imply the use of advanced 
algorithms, the more the entity should develop mechanisms for effective oversight and remedial 
processes in the event of rights injuries and violations. Bind the tool provider with contractual 
provisions in order to ensure its collaboration. 

      V.            Clearly identify the data processing operations  
Describe the personal data processing operations: 

• Establish the software or database to be used;  
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• Describe the data flows; 
• Identify the data subjects; 
• Identify the types of personal data; 
• Define the storage location;  
• Define the retention period. 

  VI.            Sign data processing agreements (Art.28(3) GDPR) or joint controllers’ agreements (Art.26 
GDPR)  
The roles of the “controller”, “joint controllers”, “processor” must be identified based on the relevant 
definitions stipulated in the GDPR. Following the identification, specific agreements must be in place 
where the rights and obligations of the parties will be defined.  

Good practice à Create a model of data processing agreement based on the Standard Contractual 
Clauses for controllers and processors in the EU/EEA, to fulfil the requirements of Article 28(3) and (4) 
GDPR, approved by the European Commission on 4th June 2021.  

  VII.            Carry out a Data Protection Impact Assessment (DPIA) related to the specific context of use 
of the tools 
According to Article 35 GDPR and Article 27 LED, where a type of processing using new technologies, 
taking into account the nature, scope, context and purposes of the processing, is likely to result in a 
high risk to the rights and freedoms of natural persons, the Data controller shall, prior to the 
processing, carry out an assessment of the impact of the envisaged processing operations on the 
protection of personal data.  

For the DPIA, the Data controller (municipality/LEA) will be asked to exactly define the use case 
scenario and to describe the activities which involve the processing of personal data.  

After that, the controller will start drafting the DPIA. The controller shall seek the advice of the DPO, 
where designated, when carrying out a data protection impact assessment. 

In accordance with the verified level of risks, the controller will be able to identify the technological 
and organisational measures which are necessary and sufficient to reduce the risks to an acceptable 
level. 

Additional security measures may be required from AI-enabled tools providers. 

The DPIA is a living document that must be reviewed on an ongoing basis and updated based on any 
changes related to the scope, nature, context or purposes of the processing in question. 

VIII.            Verify if in accordance with European or national legislation a notification to national data 
protection authorities or other authorities is required 

IX.            Inform the involved data subjects  
Inform the involved data subjects, in the most suitable and understandable way, about the planned 
activities and the related processing of their personal data.  

Put physical signs in the public spaces where the AI-enabled tool is used to inform the data subjects 
about the processing by also referring to the official website of the Data controller. 

Make the information of Article 14 GDPR publicly available on the Data controller’s official website in 
the mother language of the data subjects and in the English language in order to enable the data 
subjects to exercise their rights. 
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Recommendations 

Consider the specific context and already existing technologies and infrastructure 

It is important to emphasise that there is a huge diversity of smart applications available in the market. 
In addition, public entities may have different networks, technological systems and other 
infrastructures in place. Last but not least, the importance of privacy and its relevance in comparison 
with other values, such as safety, may vary a lot in different sociocultural contexts. 

When applying privacy-preserving technologies and procedures, it is not sufficient to consider every 
single process or tool.  Instead, we advise that the interactions between different tools and processes 
have to be considered to design “joint privacy security measures”. 

It is also crucial to consider the architectural patterns that define the system’s components, 
responsibilities, and the relationships between them.  

Both joint privacy mechanisms and privacy architectures aim to integrate isolated privacy protection 
mechanisms into more general solutions. In smart cities, this integration could be complicated not 
only by a large number of subsystems but also by a large number of stakeholders. To implement joint 
privacy mechanisms in a coherent privacy architecture, various stakeholders should collaborate on 
an operational level. However, this collaboration can entail privacy risks because it may enable 
stakeholders to share large amounts of data and also to combine data from several sources, allowing 
the inference of non-requested data. 

Adapt privacy-preserving measures to the level of risk 

In the Projects, we have implemented a number of approaches to preserve the integrity of user data, 
e.g., data encryption, data suppression, pseudonymization and anonymisation, but we have also 
suggested some complementary measures that may be useful for a stable adoption of the tools. 

For example, for tools performing big data analytics, it is important to consider which data they 
process. If they will be connected to datasets containing personal data and sensitive information, the 
access control module should be adapted in order to perform security and privacy-aware 
transformations, ranging from pruning and reshaping to encrypting, decrypting or anonymizing the 
full resource or part of it, before giving access to data. 

It looks also relevant to choose adequate means to transfer the data. For instance, in the Projects we 
used Kafka bus, which allows the encryption of data. 

Protect workers who will concretely use the tools 

We have noticed that data anonymisation has an impact not only on citizens but also on people who 
work for municipalities and law enforcement agencies. Generic usernames and IP address 
anonymisation may prevent the adoption of instruments that monitor workers in breach of labour law 
provisions. 

For a compliant use of tools which allow workers’ monitoring through algorithms, critical issues may 
arise especially if such technologies imply and/or are connected to an automated decision-making 
instrument.  

But even if there is not an automated decision-making process, constant monitoring of workers could 
nevertheless threaten their physical safety and well-being, thus presenting ethical challenges and 
potential law violations. It is therefore recommended to adopt internal policies to clearly inform the 
workers about the functioning of the tool and the intended aims for its use. It should also be clarified 
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which parameters are used to evaluate the “workload” of workers and which are the possible 
consequences of the detection of an anomaly. 

Consider specific security measures and procedures for OSINT 

An important category of AI-enabled tools is represented by OSINT tools and platforms. Most of them 
collect and process data from social networks and other similar online sources and they are based on 
algorithms for natural language processing (NLP). 

It is really important that any public entity adopting the tool would conduct an audit on the used 
datasets, to verify the potential presence of bias and their quality. Moreover, public entities should 
implement internal policies to define the aims for which the tool can be used and the allowed criteria 
to set a new “project” with the tool. 

Lastly, it is necessary that the end users will be specifically trained to grant fairness and non-
discrimination in the interpretation of the analysis and insights extracted by OSINT tools. 

Public entities should also document their choice about anonymising/pseudonymising, or not, the 
data collected and the reasons for that. The volume, nature and range of analysed personal data 
contribute to defining the level of impact on human rights. If someone may have access to 
deanonymised data, this has to be done in compliance with all applicable laws and would probably be 
legitimate only if the goal is to conduct a specific investigation or to prevent serious crimes. Indeed, 
there is a high risk of collecting information about plenty of people and that only a small percentage 
of them would actually be useful. 

 

3. Artificial Intelligence 
Public spaces constitute soft targets, i.e., they are vulnerable to terrorist attacks or other criminal 
offences. The protection of public spaces is primarily a responsibility of each Member State and is 
supported by the European Union through dedicated action plans and guidelines aiming at the 
anticipation, prevention, protection and effective response to terrorist attacks. 

AI systems (including ML) can help substantially and significantly in the fight against crime and 
terrorism. The word “help” is of high importance, given that the human factor must not be ignored. 
Humans must be the final decision makers. The purpose of AI is to aid its users and enhance their 
intelligence during the execution of their tasks and not to mandate them or replace them.  

AI systems require special attention from their creation during the design phase until their use during 
the deployment phase by constantly taking into consideration their impact on both end users and the 
general public. Ethical and legal requirements must be defined and validated following an ethics- and 
privacy-by-design approach that can be achieved through the close collaboration between technology 
developers, end users and ethics and legal experts. According to Article 2(7) of the AI Act proposal, 
the proposed Regulation shall not apply to any research and development activity regarding AI 
systems. Nevertheless, for trust to be built towards the citizens, AI systems have to be trustworthy, 
meaning that they have to function in conformity with fundamental human rights.  

To this end, the High-Level Expert Group on AI issued the Ethics Guidelines for Trustworthy Artificial 
Intelligence with the key requirements for trustworthy AI being the following: 

• Human agency and oversight: AI systems should not autonomously make decisions about 
issues that are normally decided by humans by means of free personal choices or collective 
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deliberations or similarly significantly affects individuals. AI systems should empower human 
beings, allowing them to make informed decisions and fostering their fundamental rights. At 
the same time, proper oversight mechanisms need to be ensured, which can be achieved 
through human-in-the-loop, human-on-the-loop, and human-in-command approaches. End-
users and others affected by AI systems should not be subordinated, coerced, deceived, 
manipulated, objectified or dehumanised, nor attached or addicted to the system and its 
operations. The final decision must be taken by the user of the AI system. 

• Technical robustness and safety: AI systems need to be resilient and secure. They need to be 
safe, ensuring a fall-back plan in case something goes wrong, as well as being accurate, reliable 
and reproducible. That is the only way to ensure that also unintentional harm can be 
minimised and prevented. 

• Privacy and data governance: Full respect for privacy and data protection must be ensured, 
i.e., AI systems must process data in line with the requirements for lawfulness, fairness and 
transparency set in the national and EU data protection legal framework and the reasonable 
expectations of the data subjects. Furthermore, personal data must be processed for a specific 
purpose in accordance with the purpose limitation principle and for a specific period of time 
that is needed to achieve the defined purpose in accordance with the storage limitation 
principle. Technical and organisational measures and security measures must be 
implemented. In addition, adequate data governance mechanisms must also be ensured, 
taking into account the quality and integrity of the data, and ensuring legitimised access to 
data. The EDPB has already announced that it will develop guidelines on the interplay between 
the proposed AI Act and the GDPR. 

• Transparency: The data, system and AI business models should be transparent, i.e., the 
purpose, capabilities, limitations, benefits and risks of the system and of the decisions 
conveyed should be openly communicated to and understood by end-users and other 
stakeholders along with their possible consequences. Traceability mechanisms (from initial 
design to post-deployment evaluation and audit) can help achieve this. Moreover, AI systems 
and their decisions should be explained in a manner adapted to the stakeholder concerned. 
Humans need to be aware that they are interacting with an AI system and must be informed 
of the system’s capabilities and limitations. They should also be able to audit, query, dispute, 
seek to change or object to AI or robotics activities (human intervention). Keeping records of 
the decisions made and on which reasons they were based is critical. 

• Diversity, non-discrimination and fairness: Unfair bias must be avoided, as it could have 
multiple negative implications, from the marginalisation of vulnerable groups to the 
exacerbation of prejudice and discrimination. AI systems must be designed to avoid 
algorithmic bias, in input data, modelling and algorithm design as well as to avoid potential 
negative discrimination against people on the basis of any of the following grounds: sex, race, 
colour, ethnic or social origin, genetic features, language, religion or belief, political or any 
other opinion, membership of a national minority, property, birth, disability, age or sexual 
orientation as well as to avoid historical and selection bias in data collection, representation 
and measurement bias in algorithmic training, aggregation and evaluation bias in modelling 
and automation bias in deployment. Processes should be in place to address and rectify 
potential discrimination (bias). Fostering diversity, AI systems should be accessible to all, 
regardless of any disability, and involve relevant stakeholders throughout their entire life 
cycle. 

• Societal and environmental well-being: AI systems should benefit all human beings, including 
future generations. It must hence be ensured that they are sustainable and environmentally 
friendly. AI systems should be mindful of principles of environmental sustainability, both 
regarding the system itself and the supply chain to which it connects and not have the 
potential to negatively impact the quality of communication, social interaction, information, 
democratic processes, and social relations. Moreover, they should take into account the 
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environment, including other living beings, and their social and societal impact should be 
carefully considered.  

• Accountability: Mechanisms should be put in place to ensure responsibility and accountability 
for AI systems and their outcomes. Auditability, which enables the assessment of algorithms, 
data and design processes, plays a key role therein, especially in critical applications. 
Moreover, adequate and accessible redress should be ensured. In this way, public entities may 
assess the security level against artificial intelligence-based reconstruction attempts or 
similar real-time attacks. They may also ascertain if biases are present in the datasets and 
their quality, in order to understand their impact on the outcomes. 

Following various reports on the matter where it has been expressed the necessity for a harmonised 
regulatory framework on AI in the European Union, the proposal for a Regulation laying down 
harmonised rules on Artificial Intelligence (Artificial Intelligence Act) was issued on 21 April 2021. The 
Commission's objectives for the proposed Artificial Intelligence Act are to ensure that AI systems used 
in the EU are safe and respect existing law on fundamental rights and EU values, ensure legal certainty 
to facilitate investment and innovation in AI, enhance governance and enforcement of the law on 
fundamental rights and applicable safety requirements and facilitate the development of a single 
market for lawful, safe and trustworthy AI applications and prevent market fragmentation.  

Annex III of the latest version of the AIA Proposal makes an explicit reference to the high-risk AI 
systems of Article 6(3) and provides clarifications per category.  

Since actions by LEAs are characterised by a significant degree of power imbalance that may lead to 
surveillance, arrest or deprivation of a natural person’s liberty as well as other adverse impacts on 
fundamental rights, AI systems used by LEAs or on their behalf are classified as high-risk AI systems 
and in particular: 

• AI systems intended to be used by law enforcement authorities or on their behalf to assess 
the risk of a natural person for offending or reoffending or the risk for a natural person to 
become a potential victim of criminal offences; 

• AI systems intended to be used by law enforcement authorities or on their behalf as 
polygraphs and similar tools or to detect the emotional state of a natural person;  

• AI systems intended to be used by law enforcement authorities or on their behalf to evaluate 
the reliability of evidence in the course of investigation or prosecution of criminal offences;  

• AI systems intended to be used by law enforcement authorities or on their behalf to predict 
the occurrence or reoccurrence of an actual or potential criminal offence based on profiling 
of natural persons as referred to in Article 3(4) of Directive (EU) 2016/680 or to assess 
personality traits and characteristics or past criminal behaviour of natural persons or groups;  

• AI systems intended to be used by law enforcement authorities or on their behalf to profile 
natural persons as referred to in Article 3(4) of Directive (EU) 2016/680 in the course of 
detection, investigation or prosecution of criminal offences. 

In addition, remote biometric identification systems (such as facial recognition technologies) are 
classified as high-risk AI systems. Each public entity should therefore carefully analyse the regulatory 
context before deciding to combine AI-enabled tools for image analysis with facial recognition 
systems. 

As part of IMPETUS, no biometric identification technologies/tools were developed. As part of 
S4AllCities, the Facial Recognition and Authentication and Gesture-Based Interaction module is 
designed to be used by authorised personnel to ensure secure access to a restricted area, hence, it 
does not fall under the notion of “remote biometric identification system”. Nevertheless, it should be 
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pointed out that when the capabilities or the intended purpose of the system change, that AI system 
should be considered a new AI system which should undergo a new conformity assessment.  

High-risk AI systems will be subject to strict obligations before they can be put on the market or 
otherwise put into service. Such obligations include: 

• the conducting of a conformity assessment, 
• the establishment of a risk management system,  
• appropriate testing procedures,  
• high quality of the datasets feeding the system to mitigate risks and discriminatory outcomes,  
• activity logging to ensure traceability of results,  
• technical documentation, record-keeping (‘logs’),  
• transparency and provision of clear and adequate information to the user,  
• appropriate human oversight,  
• high level of robustness, security and accuracy. 

Certain users of high-risk AI systems that are public authorities, agencies or bodies will be obliged to 
register in the EU database for high-risk AI systems listed in Annex III of the proposal.  

Users of an emotion recognition system will be obliged to inform natural persons when they are 
being exposed to such a system. This obligation shall not apply to AI systems used for emotion 
recognition which are permitted by law to detect, prevent and investigate criminal offences, subject 
to appropriate safeguards for the rights and freedoms of third parties.  

New provisions have been added to the AIA Proposal about situations where AI systems can be used 
for many different purposes (general-purpose AI), and where general-purpose AI technology is 
subsequently integrated into another high-risk system. Certain requirements for high-risk AI systems 
would also apply to general-purpose AI systems in such cases. However, instead of direct application 
of these requirements, an implementing act would specify how they should be applied in relation to 
general-purpose AI systems. 

It is highly recommended that, since the AI Act has not been issued until today, both AI system 
developers and end users consult ethics and legal experts and monitor the legislative developments 
in order to be informed about any further updates and, most importantly, about their obligations. 

 

4. Societal Impact 
The societal impact encompasses all the effects that interventions, projects, products, services, 
activities or policies have on individuals and/or communities, and covers various fields such as culture, 
political systems, health, environment, and personal and property rights. It is a complex concept that 
affects people's way of life and involves different levels, ways, and fields. 

There are three main approaches that can be used to assess non-technical aspects of security 
innovation: Privacy Impact Assessment (PIA), Constructive Technology Assessment (CTA), and Societal 
Impact Assessment (SIA). PIA assesses the impact of projects/technologies on privacy and involves 
stakeholders in remedial actions. CTA involves a reflexive dialogue between developers and end-
users/stakeholders during the development of new technologies. SIA involves participatory 
techniques to evaluate the social consequences of projects and any social changes caused by them. 
The purpose of SIA is to identify negative impacts, predict and mitigate them, and enhance benefits. 
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Our proposed SIA approach is not a standardized methodology, but it was successfully used in 
S4AllCIties. At a high level, we used the complex problem-solving approach as the basis to address the 
societal impact. Anticipating, focusing on essentials, dividing into parts, getting feedback from people 
involved or likely affected and the use of several scientific-based methods were our guiding principles 
(Table 1). 

Guiding 
principle 

Description 

From the 
beginning 

Planning from the early stages (e.g., during the proposal phase) to address concerns 
and requirements about the societal impacts of the funding organization while 
trying to find answers to key questions like: how would the project change the 
urban security environment and its agents? or how would citizens react to the 
proposed security technologies? 

Effort on 
essentials 

Focusing on the essentials to achieve a satisfactory and straightforward analysis. In 
the case of security innovation projects, this means paying attention to the current 
and possible state of stakeholders (end-users and population) regarding being 
protected from danger or harm without negative changes on perceptions, 
behaviours, rights, interactions, environments, etc.  

Divide and 
conquer 

Splitting the problem into parts (e.g., topics, subjects) and dealing with these parts 
(that can be broken down further into sub-parts) before connecting them to take a 
whole picture of the societal consequences of the project.  The parts and sub-parts 
would be as mutually exclusive as possible ensuring that they do not interfere with 
each other (interference leads to complexity). In other words, the more mutually 
exclusive the parts and subparts the more effectively they can be addressed.  

Feedback & 
feedforward 

Getting information (opinions, perceptions, reactions) about how the future 
situation would be (what is likely to change and how?). This entails identifying the 
target groups and engaging them through cooperation in different phases of the 
project. In our case, this was done by collecting responses from project team 
members and end-users regarding the impacts of the project and responses from 
citizens regarding the implementation of the proposed security technologies. 

Multimethod 
approach 

Applying different scientific-based methods (qualitative and quantitative) and 
participatory research during the course of the project (e.g. anticipatory and 
scenario-based approaches).  

Table 1. Guiding principles for the analysis of social aspects in security projects/interventions. 

  

In the following we illustrate the strategy used to analyse and measure the societal impacts of the 
S4AllCities project. The proposed strategy focuses on three key research questions: Q1.- What are the 
likely societal impacts of the project? Q2.- Do the public accept the proposed technology? Q3.- Is 
gender relevant in the project context? 

Q1.- What are the likely societal impacts of the project? Answering this question required assessing 
in advance the consequences likely to follow from project developments. This involved an anticipatory 
strategy to gain a better understanding of the effects the project may produce in short, medium, and 
long terms. From the proposal phase we focused on addressing this and we faced three challenges:  



17 
 

• Challenge 1: The abstract nature and variety of societal impacts because “societal” includes 
anything that affects people (e.g., security, culture, economy, education, health, working 
conditions, quality of life, environment, etc.). This makes difficult the categorization and the 
selection of societal aspects.  

• Challenge 2: Relaying on self-judgments, own experience or expertise to identify potential 
impacts may yield subjective bias while keeping project team members away from the 
analysis, discussion and reflection on societal effects generated by their activities.  

• Challenge 3: The inherent uncertainty when attempting to track the future effects of 
technologies and solutions that have not been implemented as an integrated system yet. 
Cause-effect relationships do not always occur in a linear and predictable way also leading to 
unplanned or unintended effects on society. 

We addressed Challenge 1 conceptually as follows. The project is likely to influence/change the urban 
security ecosystem in which actors/agents behave and interact with each other and with the cyber-
physical environment (Figure 1).  

The urban security ecosystem refers to the community of interrelating agents and their cyber-physical 
environment. Agents represent individuals or communities (Attackers, Defenders, Citizens and 
Researchers) who behave and interact with other agents and the environment playing different roles 
within the urban security ecosystem.  Whereas we needed to consider as many societal aspects as 
possible, the defined dimensions were broken down from the high level of abstraction into more 
operational elements (agents/domains/impact category). In total, we defined 55 candidate societal 
impact categories of the project. These likely impact categories were used as starting point for further 
analysis (i.e., items/statements for the further survey research). 

 

  

Fig. 1. Concept to define the likely impacts of a security project/intervention on the urban security 
ecosystem. 

  

Challenges 2 and 3 were minimised by conducting a three-round assessment using consensus and 
forecasting techniques with the participation of the project team members and end-users:  
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• Round 1: Delphi method (pre-test questionnaire, teleconference, 1st questionnaire, 
workshop and 2nd questionnaire) conducted at the beginning of the project to anticipate 
the likely societal impacts and to encourage project partners to think about and discuss 
societal effects.  

• Round 2:  A survey with end-users after having contact with the proposed technologies to 
identify the possible impacts from the stakeholder’s perspective.    

• Round 3: A survey with project partners (once technology has been tested) to identify the 
unintended impacts (e.g., unforeseen, undesirable and/or adverse side-effects) of the 
project and to promote reflection on potential negative consequences of surveillance 
security technologies in general and the project in particular.  

The three round assessment was proved to be a suitable participatory and transparent approach since 
the consensus among a group has more power than individual judgements. It is particularly useful 
when the goal is to improve the understanding of problems, opportunities or solutions, or to develop 
forecasts. This practice is recommended and can be extended to similar security projects. 

Q2.- Does the public accept the proposed technology? The EU prioritizes protecting its citizens from 
terrorism, and technology plays a crucial role in achieving this goal. However, relying solely on 
technology cannot guarantee people's safety. The approach to counterterrorism has shifted from 
reactive measures to proactive operations that involve using surveillance-focused security 
technologies to neutralize potential threats before they materialize. This requires monitoring ordinary 
citizens which can lead to public opposition. To address this challenge, public participation in 
technology assessment is necessary. The EU has a well-established policy for engaging the public in 
science and technology innovation, which can inform policymaking and provide a better 
understanding of societal concerns, desires, and needs. The main concern is that citizens are the 
potential beneficiaries of security technology, and their acceptance is critical for successful 
implementation. Therefore, seeking public input in advance can help prevent rejection of innovations 
and provide a societal "license to operate" for security technologies and solutions. 

We conducted a large-scale survey study in the form of an online questionnaire to investigate the 
factors associated with the public acceptance of surveillance technologies, with particular attention 
to the acceptability of the technologies proposed in the S4AllCities project. The aim was to understand 
citizens' perceptions, attitudes, and opinions towards these technologies, which could help identify 
constraints and opportunities for security innovation projects. The datasets produced not only have 
scientific value but also have the potential to inform researchers, end-users, and policymakers in the 
development of security policies, training programs, and communication campaigns, thereby 
improving terrorist security in urban public spaces. 

Table 2 displays the successful factors and the constraints of the survey research conducted within 
the S4AllCities project. 

Success factors Constraints 

• The pilot questionnaire allowed the 
possibility to detect incompatible 
issues and the appropriateness of 
questions and to know whether a 
designed survey fulfils the purpose of 
the study before the actual large-scale 
survey. 

• The pilot questionnaire used a 
reduced number of people (n=41).  

• The aspects covered by the 
questionnaire were general and/or 
unfamiliar to the respondents. This is 
likely to generate ambiguity and or 
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• Hiring a survey company ensured the 
highest response rate, appropriate 
sampling (e.g., > 1.000 responses) and 
getting massive amount of 
information in a short period of time. 

• The use of the online questionnaire 
gave the best sense of anonymity and 
privacy which maximizes comfort for 
those answering. 

• Data collected could be analysed 
statistically. For instance, the use of 
statistical inference allowed going one 
step beyond a simple description of 
data and therefore drawing more 
consistent conclusions. 

• The summary of the project included 
in the questionnaire enabled 
dissemination to a high number of 
citizens. 

• Translations of the questionnaire into 
several languages allowed scalability 
(i.e., the possibility to reach responses 
from several countries) while enabling 
the involvement of several partners 
during the translation process, also 
those not directly related to the study. 

• The produced datasets can be 
extrapolated to other related analyses 
(e.g., compare and contrast other 
research studies, define new ideas and 
projects, etc.). 

misunderstanding (differences in 
interpretation of the questions).  

• Survey taking fatigue. The survey had 
40 items so it might be perceived as 
too long and/or including questions 
irrelevant to the respondents.  

• Translation of the questionnaire into 
several languages was time consuming 
and required the commitment of 
many people.  

• Hiring a survey company had a 
monetary cost.  

• Respondents belonged to databases of 
the survey company and were given a 
monetary incentive for their 
participation. In such cases 
dishonesty, indifference and lack of 
motivation can be important issues.  

• The survey was unsuitable for 
individuals with a visual or hearing 
impairment, or other impediments 
such as illiteracy.  

 

Table 2. Lessons learnt from the survey research on EU citizens. 

 

Q3.- Is gender relevant in the context of this project? Gender Dimension (GD) is an important aspect 
in security that involves integrating gender into research and innovation processes by analysing 
gender needs, attitudes, and behaviors to enhance knowledge and technologies. Several references 
formulate general rules/questions of this subject matter while providing some examples/case studies 
in a variety of scientific disciplines (e.g. European Institute for Gender Equality: 
https://eige.europa.eu/thesaurus/terms/1207, Gendered Innovations of the Stanford University: 
https://genderedinnovations.stanford.edu/). GD means questioning stereotypes and considering 
gender-sensitive aspects in projects, ranging from gender-dedicated projects to projects that may 
include inclusive language or visual representation. The S4AllCities project included a gender analysis 
to explore the role of gender in the urban security ecosystem, even though it is not a gender-dedicated 
project.  

In summary, the presented results showed that gender is an important predictor for the public 
acceptance of counterterrorist technologies. Together these results provide important insights into 
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the importance of gender in counterterrorism and public acceptance of new security technologies and 
warrant further analysis. Table 3 displays the pros and cons of this analysis.  

Success factors Constraints 

• The pilot questionnaire allowed the 
possibility to identify potential gender 
discrepancies among EU citizens. 

• The focus group enabled the project 
team members to rethink about 
research priorities, to discuss the 
project from a gendered perspective 
and reach a consensus about the 
actions. 

• Results provide new evidence to 
integrate gender in security 
projects/interventions involving 
technology. For instance: 

o whether gender may impact 
on constraints and 
opportunities for security 
innovation. 

o whether the integration of 
technologies need to be 
tailored to women/men or can 
be improved by gender 
diversity. 

• The pilot questionnaire used a 
reduced number of people (n=41).  

• The hypothesis of gender differences 
in technology acceptance was rather 
intuitive and not supported by 
previous studies. The risk to get null 
findings was very high.  

• It was not possible to include other 
genders (e.g., non-binary) in the 
analyses.  

  

Table 3. Lessons learnt from the survey research on gender differences. 

Conclusions  

Societal impacts of security projects or interventions (i.e., perceptions and attitudes of stakeholders 
and possible effects of technological solutions on society) need to be tackled systematically. However, 
the societal effects can be complex and can happen at various levels. This entails several facets likely 
to be analysed in different ways.  

The intention of this section was to assist in determining what can be done to address the societal 
impacts within security innovation actions. Complex problem-solving guiding principles were 
proposed as the global strategy and good practice examples have been presented when analysing 
societal questions within the Projects. The concluding remarks are the following:  

• Societal Impact Assessment needs to be integrated effectively into wider assessments and 
decision-making processes of security projects/interventions.  

• Conducting Societal Impact Assessment requires a variety of scientific based methods being 
quantitative and/or qualitative based on the essential issues under consideration.  

• Dealing with the social aspects of project implementation requires the active participation of 
the partners, end users and stakeholders (e.g., citizens). This process should start as early as 
possible.  
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